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A little about me
• HPC dinosaur
• Computational astrophysicist with 47 years 

HPC experience
• LLNL, LANL, MPA, NCSA heritage
• Director of the San Diego Supercomputer 

Center (2009-2021)
• PI of 3 NSF-funded national HPC systems 

(2011-present)
• Perennial reviewer of DOE ECP, LLNL Comp
• extreme-scale application code developer
• Teach UCSD’s only graduate course in 

parallel scientific computing

How did I get mixed up in cloud computing?

Los Alamos Science 1985



NSF Cloud Access pilot

• Jim Kurose (NSF CISE AD) 
thought computer scientists 
should be using the public 
clouds to do their research

• Shopped the idea around the 
agency, but got no takers

• Launched Cloud Access program 
as a CISE initiative

• I led the team that won the 
proposal competition in 2019 Jim Kurose, NSF CISE AD (2015-2019) 



What is CloudBank?

• The NSF funded CB as a 5-year pilot experiment to facilitate cloud adoption
among their computer science researchers (CISE)

• A collaboration of UC San Diego, San Diego Supercomputer Center, UC 
Berkeley, and U Washington 

• won the $5M solicitation with proposal “CloudBank: Managed Services to Simplify 
Cloud Access for Computer Science Research and Education”

• I formulated the concept, name, and assembled the proposal team
• Idea: make using public clouds as easy as online banking

• After 1 year of portal development, CB went into production in Aug. 2020
• ~2 ½  years later, we facilitate 200 active projects led by NSF CISE PIs
• Cloud spend is approaching $100K/mo.
• Predominantly AWS & GCP, but Azure, IBM Cloud also requested



https://www.cloudbank.org



Who are CB’s users? NSF PIs in CISE

Computer and Information Science and Engineering (CISE)



Most of the growth 
in the last 12 mos.

Inception Now



Topics

• What value does CloudBank offer?
• How does CloudBank operate?
• How are NSF PIs using cloud?
• What are our learned experiences?
• What is the future of CloudBank?



Value Proposition

Principal 
Investigator

Funding 
agency

Public cloud 
providers

Broader 
academic 

community

• Enable innovative research 
using new approaches

• Outsource  administrative 
burden from POs

• IDC-free
• Simplify account mgmt. & 

spend monitoring
• Multi-cloud flexibility

• Demand aggregation in 
difficult market

• Offload basic user support
• Novel use cases

• Lower cost cloud services
• Growing community of practice 

(end users, facilitators)
• Cloud in the classroom 
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Operations, Training

Financial Mgmt
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Operations



CloudBank project is organized into 3 main efforts

User portal, help desk Financial mgmt. Education & 
training



Portal Architecture



(Mimics online banking experience)





Chargeback costs to PIs’ allocations

Monthly spend-
to-date by 

resource type 
(VM, RDS, 

etc.)

Unusual spikes 
in cost

Identifies when 
reserved 
instances will 
be more cost 
effective

Spend efficiency 
(summarizes allocated 
resources that are either 
unused or could be 
reduced in size based 
on historical usage)

Historical 
monthly 
spending
(also does 
forecasting)

Nutanix Beam enables CloudBank to provide PI and user views 
across multiple accounts across multiple cloud providers

Daily cost 
analysis 
report emails

Drill down to identify 
unused resources 
(volumes, IPs, etc.)



Provides views of instances and compliance to security policies.  

Suggests fixes 
to get an 

instance into 
compliance

Out of the box 
security policies 
(250+ security 
checks and can 
also define your 
own)

New Compliance
view for all 
Regulatory 
policies and 
Standards.  Can 
set Rule-based 
alerts to get 
notified on any 
specific audit non-
compliance as 
and when they 
occur.



Financial Management
• Financial management is outsourced to 

Strategic Blue, a UK-based cloud services 
company.

• Strategic Blue specializes in FinOps and 
provides CB support on cloud billing, 
payment, and cost optimization  

• UCSD CIO negotiates UC system-wide EDP 
with cloud vendors, which are leveraged for 
CloudBank project 

• UCSD CIO partners with Strategic Blue for its 
enterprise use of cloud, and benefits from 
cost reductions through aggregation



User support: the Research Arc 

Proposal

Ideas, Questions!

DMP

Costing

Commit

Startup

CB Onboard

Role-based
trainingRoles

Work!

Load in

Open use
(tools, data)

Ideas, Questions!

Cost
Mgmt

Tech
Review

Networking

Provision

Exit
Strategy

Curriculum

Necessary         Good         If Possible

Cloudbank
Anticipates...

- research project elements
- cloud adoption/adaptation challenges

Builds the EOT agenda based on roles
- Principal Investigator
- Administrator
- Builder
- Researcher



Training Resources
https://cloudbank-project.github.io/cb-resources/



Training Resources
https://cloudbank-project.github.io/cb-resources/



Cloud in the classroom: the Berkeley Data Stack 

• Scalable teaching both on campus and remote
• Popular Data Science curriculum -- fastest 

growing major at UC Berkeley
• Modern education: online textbooks, videos, 

interactive assignments, etc.

data8.org



Provide a shared computing environment
JupyterHub, BinderHub

Guide learners with structured content
Jupyter Notebooks, Jupyter Book

Tools for instruction
Online textbooks, interactive links, 
autograders, etc.

Open infrastructure for introductory data science 



PI University NSF Award Title Category

Vanessa Frias-
Martinez

University of Maryland 
College Park

SCC-IRG Track 1: Inclusive Public Transit Toolkit to Assess Quality of 
Service Across Socioeconomic Status in Baltimore City

IoT and edge 
computing

MD Rahman Morgan State University CISE-MSI: DP: IIS:III: Deep Learning Based Automated Concept and 
Caption Generation of Medical Images Towards Developing an Effective 
Decision Support System (DSS)

Machine 
learning

Samee Khan Mississippi State 
University

Collaborative Research: CNS Core: Small: HARMONIA: New Methods for 
Colocating Multiple QoS-Sensitive Jobs

Quantum 
computing

Valerio 
Pascucci

University of Utah OAC: Piloting the National Science Data Fabric: A Platform Agnostic 
Testbed for Democratizing Data Delivery

Data processing

David Brooks Harvard University SHF: Medium: A Cloudless Universal Translator Chip design

Mohammad 
Husain

California State 
Polytechnic University, 
Pomona

CISE-MSI:RCBP-ED:CNS:Big Data and Cloud Computing Project Hatchery Classroom 
training

Kerstin Lehnert Columbia University Collaborative Research: Facility: Next Generation Interoperable Data 
Infrastructure for Geoscience Sample Data (EarthChem, LEPR/traceDs, 
SESAR): IEDA Re-invented

Geosciences



Award # Award Title PI Name PI Inst. Spend thru Jan 
1, 2023

Summary

2153502 High-Efficiency Serverless 
Computing Systems for Deep 
Learning: A Hybrid CPU/GPU 
Architecture

Hao Wang LSU $4444 PI is using AWS EC2 services to validate the performance of 
tools that facilitate machine learning on serverless platforms 
(Freyr+ and Libra), as well as development of a federated 
learning framework called Fedcod and an application to 
analyzing backdoor attacks.  

2107150 III: Medium: Collaborative 
Research: Collaborative Machine-
Learning-Centric Data Analytics at 
Scale

Chen Li UC Irvine $9,079 PI described how they are using Google Compute, Storage, and 
Database services to host their data analysis and workflow 
tools.  They utilize 30 VMs and 250 GB of data in the Google 
cloud.  PI says previously “It was difficult to store this data 
locally, which hindered the scale of our experiments.”

2006886 RI: Small: Exploiting Symmetries of 
Decision-Theoretic Planning for 
Autonomous Vehicles

Lantao Liu Indiana 
University

$7,825 PI is using AWS EC2 instances with multiple GPUs to develop a 
new unsupervised domain adaptive semantic segmentation 
method for images.  With CloudBank, they are able to access 
AWS “computation resources with sufficient computation cores 
and memory to support our training with high-resolution image 
data.”

2106446 OAC Core: SMALL: DeepJIMU: 
Model-Parallelism Infrastructure for 
Large-scale Deep Learning by 
Gradient-Free Optimization

Liang Zhao Emory 
University

$11,691 PI has 3 students using AWS EC2, ElastiCache/EFS, and Lambda 
services to do large-scale Graph Neural Network model training 
research.  They submitted paper to ICLR 2023 and ICML 2023 
and plan to submit to NeurIPS 2023.  This PI also requested and 
received a supplement of $8K (original request was $10K) to 
complete their experiments given their excellent results.

2105329 CRII: III: Knowledge Graph 
Completion with Transferable 
Representation Learning

Muhao Chen University 
of 
Southern 
California

$16,933 PI developed and tested 1) a new Sharpness-Aware 
Minimization method, 2) a new abstractive summarization 
technique, and 3) large vision-language model workflow 
leveraging AWS EC2 services with GPUs.  The results were 
submitted in 3 papers to EMNLP 2022 and EACL 2023. 



$341,465

$168,454

$6,698

Last 12 months of CloudBank spend by cloud

AWS GCP Azure

AWS spend by service



Learned experiences

Lesson Response
PIs don’t know CloudBank exists Advertise in CISE newsletter

Direct email to funded PIs
PIs don’t know how to use cloud Provide use cases, design patterns, 

community forum, security training
PIs don’t know how to estimate cost Simple online tool

PIs don’t want cloud costs to impinge on 
their budget for people, travel, etc.

Formulate as a supplement to current 
awards

Some PIs have startup funds, cloud 
credits

PIs can manage multiple accounts on 
multiple clouds regardless of funding 
source



Future of CloudBank 
• At the end of the pilot (8/24), we expect to be renewed for another 5 

years
• Goal: grow user base, expand to other NSF directorates 
• Leverage growing cloud spend to offset operations costs

• Sustainability strategy: tap into universities administrative spend

• Toughest scaling parameter is user support
• Research is notoriously one-off and high touch
• Cloud offerings are bewilderingly complex and constantly changing
• strategy is to leverage cloud vendor training materials as much as possible 

and grow the community of practice via user forum 
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