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Overview

• Many factors are driving improved design of future computer systems

– Electronics scaling, power, business models, etc.

– Massive demand for next-generation HPC systems (e.g., ModSim, AI, Data, 
Omniverse)

– Microelectronics is recognized as a critical factor in economic wellness and 
national security 

• Domain-specific computing (extreme heterogeneity) is a highly likely outcome

• DOE has championed codesign in HPC for at least a decade

– Enable integrated design and implementation of end-to-end solutions, then 
iterate!

– Domain-specific computing needs codesign

• Abisko is a new microelectronics codesign project with the ambitious goals

– Develop better techniques for codesign from algorithms to devices and 
materials

– Design Spiking Neural Network chiplet that can be integrated with 
contemporary computer architectures

– Explore new devices and materials for the SNN chiplet (neuron, synapse, 
plasticity, etc.)

– Design language abstractions and runtime support for SNN chiplet

• Abisko is an interdisciplinary project that includes scientists from applications, 
algorithms, software, architectures, devices and circuits, and materials!

https://www.osti.gov/biblio/1822198-reimagining-codesign-advanced-scientific-computing-unlocking-transformational-opportunities-future-computing-systems-science

https://www.osti.gov/biblio/1822198-reimagining-codesign-advanced-scientific-computing-unlocking-transformational-opportunities-future-computing-systems-science


Basic Research Needs for Microelectronics (2018 
Workshop)

• Five Priority Research Directions

1. Flip the current paradigm [codesign]

2. Revolutionize memory and data 
storage

3. Reimagine informal flow 
unconstrained by interconnects

4. Redefine computing by leveraging 
unexploited physical phenomena

5. Reinvent the electricity grid through 
new materials, devices, and 
architectures

https://www.osti.gov/biblio/1616249-basic-research-needs-microelectronics-report-office-science-workshop-basic-research-needs-microelectronics-

october
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PRD #1: Flip the Paradigm

• “Define innovative material, device, 
and architecture requirements 
driven by applications, algorithms, 
and software.”

• Optimize and integrate end to end 
solutions across multiple levels of 
abstraction for efficiency.

https://www.osti.gov/biblio/1616249-basic-research-needs-microelectronics-report-office-science-workshop-basic-research-needs-

microelectronics-october
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PRD #4: Redefine computing by leveraging unexploited 
physical phenomena

• “leverage novel physical processes 
to perform useful computation”

• Categories
– Optimization machines

– Computational Models

– Partitioning b/w non-von Neumann 
and von Neumann architectures

• Examples
– Ising machines, Spiking neural 

networks, Analog MAC with Crossbar, 
optical FFT, …
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Abisko

• A Microelectronics Codesign Project



Abisko Vision

• Develop better techniques for 
codesign from algorithms to devices 
and materials

• Design Spiking Neural Network chiplet 
that can be integrated with 
contemporary computer architectures

• Explore new devices and materials for 
the SNN chiplet (neuron, synapse, 
plasticity, etc.)

• Design language abstractions and 
runtime support for SNN chiplet
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Abisko Microelectronics Codesign Overview

Algorithms

Software

Architecture

Devices and 
Circuits

Materials

Applications

Software
• DSL and API for neuromorphic co-processing
• Built on LLVM and MLIR
• Portable across Abisko chiplet, GPUs, etc.

Architecture
• Design neuromorphic chiplet
• RISC-V neuromorphic extensions
• Heterogeneous integration with 

contemporary technologies

Materials
• Non-equilibrium probes to few nm
• Data-driven modeling
• On-demand neuromorphism

Devices and Circuits
• ion insertion (reversible doping) sets analog states
• mRaman captures transition linear, 

non-linear switching
• Will extend to 36x36 x-bar array
• Electronic and other optical spectroscopies

Motivation
• Transportation
• CMS Sensors

ECRAM

Domain wall memristor Computational data mining

Algorithms
• ML: SLAYER, Whetstone, EONS, 

eProp, STDP
• Non-ML: Graph algorithms, CSP
• Simulators: NEST, Brian2

Computing Discovery Platform

Collaborator

2.5D and 3D integration
Simulation/Emulation

ISA, IR

Compact models

API, Motifs

Motifs, Composition

Circuit scale up, 
Interconnects, PDK
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1. Develop better techniques for codesign from algorithms to 
devices and materials

2. Design Spiking Neural Network chiplet that can be integrated 
with contemporary computer architectures

3. Explore new devices and materials for the SNN chiplet 
(neuron, synapse, plasticity, etc.)

4. Design language abstractions and runtime 
support for SNN chiplet
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Slide courtesy of Farah Fahim (FermiLab)
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Slide courtesy of Farah Fahim (FermiLab)
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Slide courtesy of 
NeuroRad project @ 

ORNL
James Ghawaly

NeuroRad Project at ORNL



Algorithms



Algorithms

• Find the best algorithms for specific 
problems (like CMS sensors)
– Include comparison against SOA 

techniques

• Optimize algorithmic options for 
specific application
– Identify encoding of input vector
– Evaluate different configurations with 

simulation

• Training, Inference, Online

• Interact with software and 
architecture teams 

• Tools
– EONS (Evolutionary optimization) for 

training
– Deffe for Hyperparameter optimization 

using transfer learning

EONS

29 Apr 2022 Vetter @ Salishan Conf 28
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Neuromorphic Approach for Smart Pixel Detection
• Goal 

– Charge values from the sensor every 25ns

– Data Compression, send only particle track information – (x, y, α, β)

– PPA: in-sensor pixel detection before ADC - hence, detection model needs to be small

• First approach

– Develop simulation for test data

– Apply EONS to identify configuration for SNN algorithm

– Explore spike encoding of charge values – may need to support rational numbers

• Compared against other approaches

– Regression, Spiking convolution NN, unsupervised learning (STDP), Spike-based Object detection algorithms

EONS trained 
SNN

Charge values
Per sensor array

(x, y, α, β)Spike 
encoding
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Random Initialization

Parents

Select
Evaluate 
and Rank

Ordered Population

Best

Worst

Reproduce

Child 
Population

Evolutionary Optimization of Neuromorphic Systems (EONS)

[Schuman et al. 2020 ACM NICE Workshop]
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Encoding rational numbers: 
the Virtual Neuron
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• Current encoding methods are inadequate
o Rate-based encoding does not preserve addition
o Binning loses information

• Virtual neuron uses binary encoding, preserves addition

• Takes two 2-bit numbers as inputs: 𝑥 and 𝑦

• Returns a 3-bit number as output: 𝑧

• Implemented in NEST simulator

𝒙𝟏 𝒙𝟎 𝒚𝟏 𝒚𝟎 𝒛𝟐 𝒛𝟏 𝒛𝟎 Sum

0 1 0 1 0 1 0 1+1=2

0 1 1 1 1 0 0 1+3=4

1 0 1 1 1 0 1 2+3=5

1 1 1 1 1 1 0 3+3=6

[P. Date et al. Submitted]
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Software

• Develop a holistic software stack 
for neuromorphic coprocessing 
on heterogeneous architectures 
with a focus on 
– Language optimizations and code 

gen with LLVM and MLIR
– Runtime portability and integration 

with IRIS

• Portable across GPU, FPGA, SoC, 
and Abisko chiplet simulator

• Based on successful experiences 
with Quantum computing at 
ORNL: 
– XACC, QCOR

• Building embedded DSL (Domain 
Specific Language) with LLVM and 
MLIR
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[Kim et al. HPEC 2021]



XACC/QCOR Approach for Algorithmic Portability across 
Many Quantum Architectures
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Investigating Software 
Abstractions for SNN

• Prototyping solutions in multiple 
SNN frameworks to understand 
what might constitute EDSL 
feature set

– NEST, PyNN, BRIAN, Nengo

– TENNlab

– LAVA

– FUGU

• Additional Questions in SNNs

– Hyperparameter optimization of SNN

– Spike encoding

29 Apr 2022 Vetter @ Salishan Conf 42



Architecture and Integration 



Architectures

• Design chiplet for SNN that can be easily 
integrated with contemporary 
technologies
– Heterogeneous integration

– Compatible with existing processes

• Extensive advances in chiplets, packaging, 
and heterogeneous integration recently
– Open Domain-Specific Architecture

– TSMC SoIC-CoW, Intel Foveros

• Using open toolchain and architecture to 
explore chiplet designs: RISC-V, OpenLane

• Simulate/emulate with existing simulators 
like Gem5 and Aladdin

• Initial work with uCaspian boards
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[IEEE HIR 2021]



Architecture for Smart Pixel Driver
•CMS Experiment from FemiLab: 25ns latency, 

~1B detector channels

– Active ongoing effort to design 
customized ASIC for data acquisition and 
compression

– Active ongoing effort to establish POR ML 
method on particle trajectory 
reconstruction

•Establish baseline specs (PPA) in computing 
intensity required using POR ML method

•work with Algorithms team to explore SNN 
techniques to better meet other constraints

• Investigate and define integration between 
ML accelerator cores and von-Neumann cores

46



Tracking Integration and Packaging Technology

• Advanced packaging is clearly one 
of the main technology drivers of 
semiconductor scaling soon

• Underlying technology is the main 
uncertainty for neuromorphic 
accelerator 

47

SPIKING NON-SPIKING

DIGITAL
CMOS-friendly (Loihi) latency 

and energy constraints

traditional GPU/FPGA/NN 

accelerators

ANALOG
interface to the rest of world, 

repeatability
Interface, repeatability



Devices and Circuits
Materials
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Materials, Devices, Circuits
• Goals

– Harness the interplay between mobile defects (ions and vacancies) and electronic properties to realize 
functional elements for spiking and non-spiking analog neuromorphic networks

– Create and validate small network models; generate device and network data for co-design
– Understand and mitigate radiation induced degradation mechanisms at the device and circuit level
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Experimental TaOx ReRAM Conductance Distributions 

200ohm spacing between resistance targets

100ohm spread between Rmin, Rmax

Resulting conductance distributionTiN
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Developed TaOx
weight mapping and 
programming routine 
for optimizing 
inference accuracy



Kelvin Probe Force Microscopy (KPFM) on PB thin films

The principles of the measurement
procedure in KPFM technique using 
two pass mode
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M.Checa et al, APL , 2021

Next step: nanoscale ionic effects from dielectric spectroscopy
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Conclusions



Summary
• Abisko is a new microelectronics codesign project 

with the ambitious goals

– Develop better techniques for codesign from 
algorithms to devices and materials

– Design Spiking Neural Network chiplet that can be 
integrated with contemporary computer 
architectures

– Explore new devices and materials for the SNN 
chiplet

– Design language abstractions and runtime support 
for SNN chiplet

• Truly interdisciplinary team working across the 
stack

• More information

– vetter@computer.org

– https://vetter.github.io

• We are hiring!

– See https://jobs.ornl.gov

– Send an email to me.

Thanks!
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