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Notices and Disclaimers
Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies depending on 
system configuration.

No product or component can be absolutely secure. 

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance. For more 
complete information about performance and benchmark results, visit http://www.intel.com/benchmarks .

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and 
MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. 
You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when 
combined with other products. For more complete information visit http://www.intel.com/benchmarks .

Intel Advanced Vector Extensions (Intel AVX) provides higher throughput to certain processor operations. Due to varying processor power characteristics, utilizing AVX 
instructions may cause a) some parts to operate at less than the rated frequency and b) some parts with Intel® Turbo Boost Technology 2.0 to not achieve any or maximum turbo 
frequencies. Performance varies depending on hardware, software, and system configuration and you can learn more at http://www.intel.com/go/turbo.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations 
include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on 
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not 
specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the 
specific instruction sets covered by this notice.   

Cost reduction scenarios described are intended as examples of how a given Intel-based product, in the specified circumstances and configurations, may affect future costs and 
provide cost savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction. 

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether referenced 
data are accurate. 

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its subsidiaries. Other names and brands may be claimed as the property of 
others.

http://www.intel.com/
http://www.intel.com/
http://www.intel.com/go/turbo
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Agenda

§ Project History

§DAOS one-slide Introduction
§ 4x Achitecture Choices

§ 1x Future Direction
§ Partner Ecosystem

§DAOS on Aurora

§ Resources
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DAOS History

2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

Fast Forward Storage & I/O

Extreme Scale Storage & I/O

ECP Path Forward

CORAL NRE
Prototype over Lustre
- Build over ZFS OSD
- DAOS API over Lustre

Standalone prototype
- OS-bypass
- Persistent memory
- Replication & self healing

DAOS Productization for Aurora
- Hardening
- 10+ new features
- Support for extra AI/Big data frameworks

DAOS on FPGA
- Disaggregated I/O
- Monitoring
- NVMe SSD support 

v1.2 v2.0.0
v2.0.1

v1.0

Intel acquires
Whamcloud

v0.1 v0.2 v0.3 v0.4 v0.5

IO500 #1

8 systems in
IO500 Top17

Intel offers
L3 Support

v2.0.2

500
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DAOS: Nextgen Open Storage Platform

§ Fully Distributed multi-tenant global namespace
§ Platform for innovation
• Modular API and layering
• Can leverage latest HW & SW technology

§ Built for high performance
• 10’s μs latency, billions of IOPS, TB/s to PB/s

§ Full userspace model
• Run on-prem or in the cloud

§Growing open-source community

RPC RDMA

Compute Instances

AI/Analytics/Scientific Workflow

POSIX HPC I/O 
Middleware

AI 
Frameworks

Big data
Frameworks

libdaos

GPGPU CPU

Admin
DAOS Instances

DAOS Control 
Plane DAOS Engine
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Arch: Storage Management

§New data model to unwind 30+y of file-based management

§ Introduce notion of dataset: DAOS container
• Basic unit of storage

• Containers have a type

• POSIX containers can have billions of files/directories

• Many parameters

• ACLs

§Advanced container query capabilities

DAOS Container

datadatadatafile

dir

datadatafile

dir

datadatadatadatafile

dir

root

POSIX Namespace File-per-process

DAOS Container

datadatadatadatafile
datadatadatadatafile

datadatadatadatafile
datadatadatadatafile

DAOS Container

datadatadatadataset

group

datadatadataset

group

datadatadatadatadataset

group

group

HDF5 « File » Key-value store

Graph

DAOS Container
valuekey

valuekey

valuekey

valuekey valuekey

DAOS Container

node

node

node

node
node

node

DAOS Container

S3 Bucket

Obj1 Obj2

Obj3

Obj3

Obj4
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Arch: Multi-API Generic I/O middleware supported today

Domain-specific data models under
development in co-design with partners

Enablement in progress

Native array Native key-value RDMA

Compute Instances

Parallel 
Filesystem

AI/Analytics/Scientific Workflow

HDF5 MPI-IO Python DAQ

Legacy Apache 
Spark

Apache 
Hadoop

Hadoop Connector SEGY ROOTFDB

libdaos

TensorFlow

PyTorch

GPGPU CPU

S3 Block
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Arch: AI Acceleration

§ Low-latency & high IOPS/BW reads
• Can read from any replica
• No parity check on read (use checksum to validate data)

§ Tight integration with AI frameworks
• PyTorch, TensorFlow-IO

§WORM containers: optimizations for read-only datasets
• Aggressive caching
• Read-optimized layout
• Size optimizations for immutable files
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Arch: Workflow Acceleration

DAOS ContainerProducer(s) Consumer(s)

COMMIT(v10)

WRITE(v10)

SUBSCRIBE

NOTIFY(v10)

READ(v10)

SUBSCRIBE

NOTIFY(v11)

WRITE(v11)

COMMIT(v11)

WRITE(v12)

DIFF(v10,v11)
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Direction: Scale-out Active Storage

§ DAOS pipeline API
• Offload data-intensive processing to storage
• Pre-defined or user-defined (ubpf)

§ Leverage HW acceleration
• computational storage devices
• accelerators/smartNICs

§ Many use cases
• POSIX find(1)
• SQL query / MariaDB prototype using predicate push-down
• In-place data filtering/pre-processing/transformation for AI frameworks
• Calculate max/min/sum/avg … or searching for specific pattern/value on metadata/data

DAOS 
node #1

SSDs

SSDs DAOS 
node #Y
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Reduce

Filter

Performance Tier
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DAOS System

Compute
Node #1
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DAOS Partner & Customer Ecosystem

Hardware Partners

Reseller Partners

Software Development 
and 3rd party support

End Customers
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DAOS on Aurora

§ 1024x DAOS nodes, each with:
• 2x Xeon 5320 CPUs

• 512GB DRAM

• 8TB Optane Persistent Memory 200

• 244TB NVMe SSDs

• 2x HPE Slingshot NIC

§Usable capacity
• between 220PB and 249PB depending on redundancy level chosen
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1H’21 2H’21 1H’22 2H’22 1H’23 2H’23

DAOS 2.4

OS support:
- Leap 15.4                                    
- Rocky 8.6 (CentOS 7 unsupported)
Networking
- MLX UCX support                     
- OmniPath Express (Tech-Preview)
- Multiple engines per socket         
DAOS Storage features:
- Online drain/reintegration/add
- Checksum scrubbing
UX improvements:
- SSD Hotplug & LED management
- Dfuse multi-user & optimizations
- Lustre Integration

DAOS Community Roadmap

NOTE: All information provided in this roadmap is subject to change without notice.

DAOS 2.2

OS support: 
- Rocky 8.5 (CentOS 8 unsupported)
Networking:
- Libfabric TCP Provider support     
- MLX UCX (Tech-Preview)              
UX improvements:
- interoperability 2.0 and 2.2          
- Intel VMD support                           
- Pool creation improvements
- DFS: mtime support                        

DAOS 2.0
December 23, 2021 

CentOS 8 support
Erasure Code
Telemetry & per-job
statistics

Quiescent server drain
Libfabric stabilization
Improved usability

DAOS 1.2
April 30, 2021

Leap 15 support
End-to-end data integrity
Per-container ACL
Replication & self-healing
Quiescent server reintegration
HDF5 DAOS VOL Connector
POSIX I/O improvements
POSIX data mover
Apache Spark support
Erasure Code (Tech-Preview)

DAOS 2.6

OS support:
- Ubuntu client
Networking: 
- OmniPath Express
- Multihomed network support
DAOS Storage features:
- Catastrophic recovery
- Distributed transactions
- Container parking/serialization
- DSA optimizations
- Fault domains

DAOS 2.8

Network topology awareness
DAOS Pool resizing
Tiering support
Inline compression (QAT)
Middleware Catastrophic Recovery
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Resources

§ Open-source Community
• Github: https://github.com/daos-stack/daos
• Online doc: http://daos.io
• Mailing list & slack: https://daos.groups.io
• YouTube channel: http://video.daos.io

§ 5th DAOS User Group (DUG’21)
• Recordings available at http://dug.daos.io

§ Upcoming BoFs at ECP Annual meeting & ISC
§ Intel landing page
• https://www.intel.com/content/www/us/en/high-performance-computing/daos.html

https://github.com/daos-stack/daos
http://daos.io/
https://daos.groups.io/
https://www.youtube.com/watch?v=1ryUB5VscIc
http://dug.daos.io/
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