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Co-Design Focus Areas

Application Areas
• Data Analytics
• Machine Learning 
• Science and Engineering

Algorithmic Methods
• Graph Analytics
• Sparse / Dense Tensor Algebra
• Statistical Analysis
• Deep Neural Networks

Software Support
• DSL Compiler and Runtimes

Hardware Architecture
• Network on Chip
• Memory Hierarchy
• HW Support for Sparsity
• Data Centric Accelerators
• Component Interfaces

Enabling Technologies
• 3D Hybrid Bonding
• Wafer Fanout Packaging
• Integrated Power Delivery
• Advanced Thermal Management
• 2.5D / 3D Chiplet Interfaces
• Co-Packaged Si Photonics
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Comprehensive Co-Design Flow

Software LoopHardware Loop

Goals
• Reduce data movement
• Improve data locality 
• Improve load balance
• Move compute to data
• Programmer productivity

Goals
• Increase energy efficiency
• Increase resource utilization
• Improve reliability / availability
• Improve cost / performance

DSL Compiler 
/ Runtime 

Automation 
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Technology Landscape
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Memory Scaling 

Logic Scaling 

Scaling variance increases each generation.
• SRAM scaling essentially ends at 3nm
• Analog scaling essentially ends at 5nm  
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3D Integration Technologies (TSMC, Hot Chips 33)
Hot Chips 33

Thermal Management & Power Delivery are 
Primary Concerns for 3D Integration.  (Power 
Density vs. Power Efficiency Trade-off0
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Photonics (TSMC, Hot Chips 33)

Hot Chips 33

DARPA PIPES (Columbia-AIM)
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NVidia Grace-Hopper SuperPod

The need for integrated Si Photonics is growing ! 

Moving compute to data 
has big payoff at scale !
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2023 2024 2026 2030
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• CPU layer: higher core density

• SYS: mesh, SLC and mem/IO

• CPU: higher core density

• Local: cluster cache and mesh

• SYS: global mesh, SLC and mem/IO

• CPU with large 3D L2 Data SRAM

• CPUs with SMEs

• Multi 3D mesh system

• Face-to-face bonding

• Back-side power delivery

• CPU and SME in 3D

• Spatial data orchestration engines

• Multi-layer SLC

• Multi 3D mesh system

• Integrated IVR for power/thermal 
mgmt.

• Cryo thermal solution
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• System partitioning and exploration

• Power delivery thermals

• System partitioning and exploration

• 3D timing for CMN components

• Power delivery/thermals+

• NoC topology and adaptive routing

• System partitioning and exploration

• 3D timing for CPU-L2 interface

• System challenges: back-side PDN

• Power delivery/thermals++

• 3D timing for HNF-SLC interface
• 3D timing for CPU-SME interface
• Software for general use of acceleration 

and data orchestration
• Power delivery/thermals++++

3D Co-Design Study Roadmap

64c CPU 
Chiplet

64 SME 
Chiplet

IVR / IO Ring 
Chiplet

Spatial 
Compute 
Chiplet

3D SLC Exp 
Chiplet

3D NOC / 
SLC 

Chiplet

3D mesh

Multi-mesh
“gateways”

L2 D$

Cores

Local$

CPU cores

Sys Die
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2.5D + 3D Scaling Opportunities
Wafer Fanout Package

55mm

30mm

75 mm

HBM3

HBM3

HBM3

3D SoC

3D SoC

3D SoC

Mem I/F

Mem I/F

Key Technology: 
Separate Memory & 

IO ChipletHeterogenous 3D SoC

Edge (64 cores ~100W)
• One 3D SoC

• 32GB HBM3 stack

Data Center (256 cores ~500W)
• 2x2 3D SoC 

• 256GB in 8x HBM3 stacks

HPC (1024 cores ~2KW)
• 4x4 3D SoC 

• 512GB in 16x HBM3 stacks
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Co-Design: 
3D Physical Design 
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3D design challenges

• System 
Partitioning
• Node, tier 

assignment,  
partitioning and 
3D floorplanning

• Power Delivery & 
Management

- Power allocation 
and distribution, 
voltage droop 
management
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• Timing for 
synchronous 3D

- Inter-tier skew 
and clock design 
strategies for 3D

• Thermal 
Management

- Thermal sensing 
capability, and tier 
placement
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2D System 3D System

Partitioning: 3D system design case-study

• 32-core system 
• High-performance Arm cores 
• System-level caches (SLC)
• Cache-coherent mesh interconnect

• Limited space in 2D
• More compute or more memory?

• 3D integration 
• Decouples increasing number of cores
from cache capacity 
• Allows adding SLC expansion tiers 
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3D timing: Inter-tier skew

• Process variation across tier
• Leads to inter-tier skew on uncommon clock 

tree path

• Connect at root
• Small #3D connections but large uncommon 

path => Large inter-tier skew

• Connect near leaf
• Large #3D connections but small 

uncommon path => Small inter-tier skew
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Thermal Solution Landscape

Remote Cooling Intra-lid / Package Cooling Embedded Cooling

Cooling efficiency Low Medium High

Cost Low Medium High
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3D thermal design

• Power density increasing as area continues to scale down with newer technology

• Temperature rise is proportional to the power density of the design

• Higher power die near the heat sink is preferred for lower temperature rise
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Core Die
Cache Die

Logic-over-mem Mem-over-Logic

R. Mathur et al., ECTC’20
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3D power delivery and management

18

Various TSV Diameters

Various cluster sizes (Pitch is not to scale)

L. Zhu et al., ISLPED’21
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3D power delivery and management

• TSV pitch and parasitics have 
significant impact on voltage drop

• Decreasing power TSV pitch
• Decreases voltage drop 
• Increases area overhead

• Trade off the voltage drop and area 
overhead for power delivery TSVs

19

L. Zhu et al., ISLPED’21
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Co-Design: 
3D Network on Chip
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Expanding NoC to 3D layers

Lower Manhattan distance between endpoints -> Lower data access latency

Higher bi-section bandwidth

Research topics
1) Topology and system partitioning exploration
2) Explore adaptive routing algorithms
3) QoS management
4) Cache Coherence Scaling
5) SLC optimizations
6) Support for Multicast and Collectives

Multi-layer 3D mesh with 4x4x4 XPs
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2D vs 3D tiles : latency and bandwidth
10x10 mesh / 128 cores / 4xHBM2 stack

10% – 30% faster accesses with 3D tiles • Bandwidth

• Future-proof NoC need to provision for even more BW (e.g. >4TB/s  for HBM3)

• Bandwidth improves by adding more data channels and bisection BW ?
• Not scalable with a 2D mesh
• 3D mesh naturally increase channel availability (see notes for this slide for details)
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Topology and system partitioning exploration

• Explore tradeoffs of different endpoint distribution for cores, SLC, HBM, 
accelerators and IO

• Explore mesh topologies (e.g. regular/irregular meshes, hypercubes, fat trees)

• Potential for novel cache hierarchy options with 3D integration and 3D NoC

• DSE example: 3 Layers
• Top: Cores 
• Middle: Local HNFs (LH) and mesh
• Bottom: Global HNFs (GH) + mesh

• Some more DSE points
• Mesh on core layer ?
• CHI channels per layer
• Num of Z-dim connections vs TSV placement constraints
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Co-Design: 
Data Centric Accelerators

&
DSL Compiler / Runtimes
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Current systems are optimized for regular computations
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Update Batching (UB)
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SpZip
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UB+SpZip reduces memory traffic
- 3.3x without preprocessing
- 1.8x with preprocessing

Memory Traffic Reduction

without preprocessing

with DFS preprocessing
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Tensor Algebra Compiler
(http://tensor-compiler.org/)

A Domain Specific Language, Compiler and Runtime

▪ Raising the level of abstraction to enhance programmer productivity

▪ Generates optimized parallel distributed sparse tensor linear algebra code

▪ Sparse tensors are the dominant form of tensor   

▪ Other Prominent DSL’s: MLIR, Halide, GraphIT, TVM

Supports all widely used sparse tensor formats

http://tensor-compiler.org/
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Initial Characterization of ECP Applications

Common Kernels mapped to APIs:

Sparse Tensor → TACO

Graphs → GraphIt

Dense Stencils/Tensors → Halide/Tiramisu

Multigrid → CoLa

Key Limiting Software Factors:

• serial sections, thread overhead, poor vectorization

Key Limiting Hardware Factors:

• CPU vector unit

• Branch Prediction

• Memory Bandwidth & Memory Latency

• Network Communication
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