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Question: 
How much energy does learning 
require?
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A fixed comm-bound algorithm + fixed problem size + fixed machine peak:

(d-dimensional torus)

B = “balance” — Kung (1986); Hillis (1987); Callahan & Kennedy (1988); Blelloch, Maggs, Miller (1994); McCalpin (1995); Williams et al. (2009) 
See also: Czechowski et al. (ICS’2012); Young & Vuduc (PMES’2016)

Let B ⌘
xPU flop/s

xPU memory bandwidth
Tmem ⇠ O (B)

Tnet ⇠ O

✓
B

·
�

mem
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◆
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xPU
Mem

Two costs: Tnetwork + Tmemory
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Communication 
capability dominates that 
of computation — huh? 

This ratio almost appears 
nonsensical as we think of 
computation today. Is it?


Interpretations: New computational 
models are needed, perhaps that reduce, 
sample, and approximate judiciously, or 
where the mere act of moving bits is the 
computation.
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