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Outline

Why a Burst Buffer?

— Architecture and software

Users are excited about new architectures!
— Early User Program

Science applications # benchmarks
— Real-world performance

New tech teething problems

— Challenges and Lessons Learned
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Why a Burst Buffer?

* Motivation: Handle spikes in 1/0O bandwidth

requirements
— Reduce overall application run time
— Compute resources are idle during 1/O bursts
* Some user applications have challenging 1/0O patterns
— High I0Ps, random reads, different concurrency...

* Cost rationale: Disk-based PFS bandwidth is expensive
— Disk capacity is relatively cheap
— SSD bandwidth is relatively cheap

=>Separate bandwidth and spinning disk
* Provide high BW without wasting PFS capacity
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Cori, a Cray XC40 system

Cori Phase 1: partition to support data intensive applications

— 1630 Intel Haswell nodes

— Two Haswell processors/node,
* 16 cores/processor, 128 GB DDR4 /node

Cori Phase 2: >9,300 Intel Knights Landing compute nodes
— 16GB HBM on-package, 96GB DDR4

Lustre Filesystem: 27 PB of storage served by 248 OSTs, providing
over 700 GB/s peak performance.

Cray Aries high-speed “dragonfly” topology interconnect
1.5PB Burst Buffer...
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Burst Buffer Architecture

Compute Nodes Blade = 2x Burst Buffer Node (2x SSD each)
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e Cori Stage 1 configuration: 920TB on 144 BB nodes

(288 x 3.2 GB SSDs)
e >1.5PB total coming with Cori Phase 2
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Burst Buffer Architecture Reality

BB nodes scattered throughout HSN fabric
2 BB blades/chassis (12 nodes/cabinet) in Phase |
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Burst Buffer Blade = 2xNodes

3.2 TB Intel P3608 SSD PCle Gen3 8x
3.2 TB Intel P3608 SSD PCle Gen3 8x

PCle Gen3 8x
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PCle Gen3 8x
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Why not node-local SSDs?

* Average >1000 jobs running on Cori at any time

 Diverse workload

— Many NERSC users are 10-bound
— Small-scale compute jobs, large-scale 10 needs

 Persistent BB reservations enable medium-term
data access without tying up compute nodes

— Multi-stage workflows with differing concurrencies can
simultaneously access files on BB.

e Easier to stream data directly into BB from external
experiment

. Conﬁgurable BB makes sense for our user load

Office of
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Cray DataWarp software layers

* Logical Volume Manger (LVM) groups the SSDs into one block
device.

* An XFS file system is created for every Burst Buffer allocation
— Per-job “scratch”, or persistent reservation.
 DataWarp File System (DWFS): stacked file system providing the
namespaces.

* Cray Data Virtualization Service (DVS): mediates communication
between DWFS and the compute nodes.

In NRE with Cray

/dev/sdb | | /dev/sdc | | /dev/saa | | jun-,-

r Niersend, v
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Burf Buster notes (©Adam Moody)

* Resource manager

— Good integration between SLURM/DataWarp
» Stages data in/out before/after job hits the compute nodes
* Keeps track of SSD wear and tear, allocates accordingly
* [however, currently do not co-schedule BB and compute]
* API can asynchronously bleed data off SSDs
* Memory management

— Data can be visible to compute node only, to all compute nodes,
or all jobs.

— User must define data movement (pros and cons)
— [Transparent caching coming soon (pros and cons)]

* MPI

— SSDs on service nodes inside Aries network — avoid contention if
want distributed FS.
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Benchmark Performance

* Burst Buffer is exceeding (nearly all) benchmark

performance targets
— Work on-going to improve MPIO shared file write
— Out-performs Lustre (Lustre also exceeds requirements)

140 Burst Buffer Nodes : 1120 Compute Nodes; 4 processes/node

IOR Posix FPP IOR MPIO Shared File IOPS
Read Write Read Write Read Write
Best Measured 905 GB/s| 873 GB/s| 803 GB/s| 351GB/s| 12.6M 12.5 M
Lustre (peak) 708 GB/s| 751 GB/s| 573 GB/s| 223GB/s - -
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Bandwidth tests: *8 GB block-size 1MB transfers
IOPS tests: 1M blocks 4k transfer
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Burst Buffer Early User Program

 NERSC has most diverse user base of all DOE computing
facilities: Over 6500 users on more than 700 projects, running
over 700 codes

e August: solicited proposals for BB Early Users program.

e Great interest from the community, ~30 proposals received.

e Selection criteria include:

— Scientific merit; Computational challenges; Cover range of BB
data features; Cover range of DoE Science Offices.

e Support ~10 applications actively
— some applications already had LDRD funding at LBNL, and existing
support from NERSC staff.

e ~20 applications not supported by NERSC staff, but have early
access to Cori P1 and the BB.
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Burst Buffer Occupation
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~50 active users, not general access
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User Experience

e Significant number of major software bugs continue
to impact user experience

— Most have been quickly patched by Cray
* Minor bugs/quirks cause some frustrations

— E.g. formatting requirements, soft links on the BB...
— Also quickly patched by Cray

* Few users saw OOTB improvement in IO
— Most saw (see) far better performance on Lustre

— Significant effort required to get good performance out of
existing code
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Use-cases with results
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Burst Buffer User Case

Example Early Users

|O Bandwidth: Reads/ Writes

Nyx/BoxLib astro sims
VPIC 10 plasma sims

Data-intensive Experimental Science -
“Challenging” 10 pattern, eg. high IOPs

ATLAS HEP experiment
TomoPy for ALS and APS
Genome assembly codes

Workflow coupling and visualization: in
transit / in-situ analysis

ChomboCrunch & Vislt carbon
sequestration simulation
Climate simulation/visualization
Electron cryo-microscopy image
assembly/visualization

Staging experimental data

ATLAS HEP experiment
ALS SPOT Suite
Tractor astronomy image analysis

U.S. DEPARTMENT OF Ofﬂce Of
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1/0 Performance: Read/Write

* Classic “checkpoint” use case also applies to our
data-intensive users writing out large simulation
data files

* To maximise BB BW, we need to keep it busy:
— Need several processes writing to a BB node

— Need large transfer sizes

» Use cases that fit this 1/O pattern (or can adapt to
it) saw good performance compared to Lustre

Office of
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I/0 R/W use case: Nyx/Boxlib m

* Nyx cosmological
simulation code based on
a widely-used adaptive
mesh refinement (AMR)
library, BoxLib

* Large data files
("plotfiles”) written at
certain time steps;
checkpoint files too.

 |/O consumes a
significant fraction of run
time

Office of
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I/0 R/W use case: Nyx/Boxlib

* Able to achieve max BW S
to single BB node by
tweaking # MPI writers,
transfer size.

write bandwidth (GB/s)

* BB performance scales up

as you increase # BB " ; " ;
compute nodes and BB nodes
nodes in allocation

16 32

* Note that this does not
necessarily correspond
to optimal Nyx compute
configuration!

* BB performance matches
Lustre...
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Challenging I/0 patterns

* Benchmarks show promising results
— 12.5M IOP/s!

* Reality more complex

* Lack of client-side caching significantly impacts
performance compared to Lustre for small transfer sizes

* Applications tuned to use larger transfer sizes etc. saw
better performance
— Make them more like checkpoint use case

* DVS client-side caching and metadata improvements
will help (coming later this year from Cray)

Office of
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Challenging 10 use case: ATLAS data

200

* Initial study of I/O 1
intensive data
processing s
* Reading 475 GB
dataset in custom P - ;
ROOT format p
* 32 forked processes [ : B -
per node, FPP R/W e T e oo et Ao
 |nitial result: BB *Increase application
performs poorly memory cache to 100 M
compared to Lustre. *Less reads — > 17x
© EiiEREy oo performance boost on BB 3




Workflow coupling and visualization

e Success story: Burst Buffer can enable new
workflows that were difficult to orchestrate using
Lustre alone.
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Workflows Use Case: ChomboCrunch + VisIT

» ChomboCrunch simulates pore-scale reactive _asiite
transport processes associated with carbon
sequestration

— Flow of liquids through ground layers

— All MPI ranks write to single shared HDF5 “.plt’
file.

— Higher resolution -> more accurate simulation ->
more data output (O(100TB))

* VisIT — visualisation and analysis tool for scientific data
— Reads ‘.plt’ files produces “.png’ for encoding into movie

 Before: used Lustre to store intermediate files.

Office of
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Scaling

e Burst BUﬂ:er 1 . nun;bcro.' BJr:I Buffer nczc;es y y

Lustre PFS
performs Lustre for 2 et Butier

resolution levels

bandwidth (GB/s)

— Did not require any
additional tuning!

e Bandwidth achieved

is around a quarter s 15 a2 6 18 2% 512

f k I " file size (GB)
OT peak, scales weill. Compute node/BB node scaled: 16/1
to 1024/ 64
Lustre results used a 1MB stripe size
Office of and a stripe count of 72 OSTs ;
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Summary: User Experience so far

e Writing large files (with large block 1/0 ) is fast
(checkpointing use case)

e Reading/Writing small files (or small I/0 transfers) is
problematic in some cases

— Generally in many cases our BB performance is worse than
our Lustre filesystem (which is high-performance).

— Client-side caching helps Lustre performance

e Still some system instabilities

e |nitial enthusiasm from users somewhat diminished,
but not extinguished!

e (Continue to get requests to access BB.

Office of
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Expected performance improvements

1. DVS client-side caching
e Lustre has client-side caching, currently DVS does not
* Will help small R/W transfers on BB
* Can currently use “iobuf” library for user-side caching

2. Smaller granularity

 “Grain” is minimum amount of space allocated on each
BB node, currently 213GB
— E.g. request 500GB BB allocation - get 3x213GB “grains”.

3. MPI-IO shared file performance
* Change underlying file striping on BB (i.e. >3)
We’re working with Cray to improve BB performance

 Coming soon: transparent caching!
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Conclusions

e Cori has a fully functional Burst Buffer
— Not yet open to all users...

* Users are enthusiastic about new memory hierarchy!

* Burst Buffer has demonstrable utility beyond
checkpoint/restart use case

* Very promising |0 accelerator, but early stage of
development

— Benchmarks good, user experience mixed...

* Early User program excellent debugger of new

hardware!
Look out for talks/papers at CUG and SC16!
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Use Cases by BB feature

Application 1/0 bandwidth: 1/0 bandwidth: High IOPs | Workflow In-situ / in-transit Staging intermediate

reads writes coupling analysis and files/ pre-loading data
(checkpointing) visualization

Nyx/Boxlib X X X

Phoenix 3D X X X

Chomo/Crunch + Visit X X X

Sigma/UniFam/Sipros X X X X

XGC1 X X X

PSANA X X X

ALICE X

Tractor X X X

VPIC/IO X X

YODA X X

ALS SPOT/TomoPy X X X X

kitware X X

5 EETvVEETRw u

UTCTIVO

BERKELEY LAB
Lawrarce Berkeiy Natonal Laseratory




Use Cases by BB feature

Application 1/0 bandwidth: 1/0 bandwidth: High IOPs | Workflow In-situ / in-transit Staging intermediate
reads writes coupling analysis and files/ pre-loading data
(checkpointing) visualization

Electron cryo-microscopy X

htslib X

Falcon X X

Ray/HipMer X X X X

CESM X X

ACME/UV-CDAT X X

GVR X

XRootD X X
OpenSpeedShop X X

DL-POLY X

CP2K X

ATLAS X X X
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